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ABSTRACT 
This paper reports an experiment into the design of crossmodal 
icons which can provide an alternative form of output for mobile 
devices using audio and tactile modalities to communicate infor-
mation. A complete set of crossmodal icons was created by en-
coding three dimensions of information in three crossmodal audi-
tory/tactile parameters. Earcons were used for the audio and Tac-
tons for the tactile crossmodal icons. The experiment investigated 
absolute identification of audio and tactile crossmodal icons when 
a user is trained in one modality and tested in the other (and given 
no training in the other modality) to see if knowledge could be 
transferred between modalities. We also compared performance 
when users were static and mobile to see any effects that mobility 
might have on recognition of the cues. The results showed that if 
participants were trained in sound with Earcons and then tested 
with the same messages presented via Tactons they could recog-
nize 85% of messages when stationary and 76% when mobile. 
When trained with Tactons and tested with Earcons participants 
could accurately recognize 76.5% of messages when stationary 
and 71% of messages when mobile. These results suggest that 
participants can recognize and understand a message in a different 
modality very effectively. These results will aid designers of mo-
bile displays in creating effective crossmodal cues which require 
minimal training for users and can provide alternative presenta-
tion modalities through which information may be presented if the 
context requires.  

Categories and Subject Descriptors 
H.5.2. [User Interfaces]: Haptic I/O, Auditory (non-speech feed-
back).  

General Terms 
Human Factors. 
Keywords 
Tactons (tactile icons), Earcons, crossmodal interaction, mobile 
interaction. 

 

1. INTRODUCTION 
Providing non-visual information to mobile device users is be-
coming an important area of research in multimodal and crossmo-
dal interaction. We spend a great deal of our lives using our mo-
bile devices. Whether it is in our bag or we are in a meeting, at a 
party, or listening to music, we still want to be able to interact 
with our mobile device. In these situations, visual feedback is not 
always appropriate. Although a user’s eyes may be busy focusing 
on the primary task, many activities do not otherwise restrict users 
from attending to information using their remaining available 
senses. This is when multimodal interaction is of benefit so that, 
for instance, messages can be presented through the audio modal-
ity and alerts can be presented through the tactile.  
 
The manufacturers of mobile devices already include audio and 
vibrotactile feedback in products like PDAs and mobile phones, 
allowing feedback to be designed for our senses of touch and 
hearing. Unfortunately, when the device is in a bag or pocket, 
tactile feedback can go unnoticed. When a user is in noisy envi-
ronments like parties or listening to music, audio feedback can be 
ineffective. For example, Sam is on her way to a business meeting 
walking along a busy street with her mobile phone in her bag 
when she receives an important calendar reminder. As her phone 
is not in contact with her body, a tactile alert would probably go 
unnoticed so the reminder would be best presented in audio. Next, 
Sam gets on a train to continue her journey with her phone in her 
pocket. As the train leaves the station, Sam starts downloading 
some music for her phone. Given that the train is noisy and she 
has placed her phone back in her pocket so she can read the 
newspaper, audio alerts alone would be insufficient to inform her 
of her completed download. At the same time, tactile alerts would 
be slightly masked as the phone is in her pocket. At this time, a 
combination of audio and tactile feedback could let her know 
when her song has been downloaded. Finally, Sam arrives at her 
business meeting. As the boss makes a presentation, Sam receives 
an urgent email from her husband. Everyone in the meeting room 
is listening to the presentation and it would be rude for Sam to 
disrupt the meeting with audio feedback informing her of the 
incoming email. In this case, a tactile cue would be much more 
subtle and more socially acceptable. This scenario is an example 
of the need for mobile devices to provide alternative presentation 
modalities through which information may be presented if the 
context requires. As the context changes, so should the feedback 
modality.  
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As mentioned, multimodal feedback is often used to reduce the 
visual load on mobile device users. There has been a large body 
of research into mobile multimodal interaction with each individ-
ual modality [8, 16, 17]. However, as this scenario has demon-
strated, users need to be able to switch effortlessly between dif-
ferent modalities depending on the situation. They also need the 
option of several different modalities. Much of the research so far 
does not give the user a choice of modalities but simply provides 
one modality, resulting in unimodal interaction. 
The approach used in this research to combat the problems men-
tioned above involves crossmodal audio and tactile feedback. 
Unlike multimodal interaction, crossmodal interaction uses the 
different senses to provide the same information. This is much 
like sensory substitution where one sensory modality is used to 
supply information normally gathered by another [12]. Sensory 
substitution systems have proven to be an effective means of 
communicating information to people with sensory impairments 
[12] so could provide an alternative method through which infor-
mation can be presented to mobile device users. By employing 
concepts from sensory substitution, mobile devices could translate 
information into an auditory or tactile form so that it can be pre-
sented in the most appropriate modality to suit the context. For 
example, alerts providing information to the user about incoming 
messages (e.g. SMS, MMS, or phone call) could be crossmodally 
encoded in both the audio and tactile modalities. By making this 
information available to both the auditory and tactile senses, users 
can receive the information in the most suitable way, without 
having to abandon their primary task to look at the device.   
 
The research presented here investigates the design of crossmodal 
auditory and tactile messages, called crossmodal icons [9], which 
are abstract icons that can be instantiated in one of two equivalent 
forms (auditory or tactile). These can be used in interfaces as a 
means on non-visual output.  
 

2. CROSSMODAL ICONS 
Crossmodal icons enable mobile devices to output the same in-
formation interchangeably via different modalities. They can be 
automatically instantiated as either an Earcon or Tacton, such that 
the resultant Earcons or Tactons are equivalent and can be com-
pared as such [9].   

    
The auditory cues used in crossmodal icons are Earcons which are 
a common type of non-speech auditory display, which Blattner et 
al. defines as "non-verbal audio messages that are used in the 
computer/user interface to provide information to the user about 
some computer object, operation or interaction" [2]. Brewster [4] 
has conducted detailed investigations of Earcons, which have 
shown that they are an effective means of communicating infor-
mation in sound.   
 
Tactons are used as the vibrotactile counterparts of Earcons in the 
design of crossmodal icons. These are structured vibrotactile mes-
sages which can be used to communicate information non-
visually [3]. They are the tactile equivalent of Earcons and visual 
icons, and could be used for communication in situations where 
vision is overloaded, restricted or unavailable [3]. Tactons are 
created by manipulating the parameters of cutaneous perception 
to encode information. For example, Brown et al. [5] encoded 

three pieces of information using rhythm, roughness and spatial 
location into a Tacton to create messages for mobile telephones.  

    
Any attribute that can specify similar information across modali-
ties is considered to be amodal in nature [13]. Thus, the crossmo-
dal parameters used in auditory and tactile icons to encode the 
same information are the amodal attributes available in those two 
senses. Auditory and tactile displays were chosen because they 
are ideal candidates for crossmodal combination in view of the 
fact that both modalities share temporal and spatial properties. 
The amodal attributes between our senses of hearing and touch 
include intensity, rate, rhythmic structure and spatial location 
[13].   

   
Several dimensions of information can be represented in cross-
modal icons by encoding each dimension in a different amodal 
parameter (e.g. a parameter available in both modalities). To de-
velop a set of Earcons/Tactons as crossmodal icons, the informa-
tion represented must be able to be encoded in both modalities. In 
other words, an email alert encoded using a specific melody in the 
audio domain could not be crossmodal as there is no tactile equiv-
alent to melody. Whereas, an email alert encoded using a particu-
lar spatial location in audio (e.g. using the cardinal points in a 3D 
audio soundscape) could be used as a crossmodal alert as there is 
a tactile equivalent available (e.g. presenting the tactile cue with 
vibrotactile transducers placed in a circle on the body).   
 
Previous research has identified rhythm, texture and spatial loca-
tion as suitable crossmodal parameters or amodal attributes for 
use with auditory and vibrotactile cues [9]. Furthermore, it has 
shown that roughness can be mapped between modalities using 
amplitude modulation in the vibrotactile cues and differing tim-
bres in the audio domain [9]. Spatial location can be perceived as 
equivalent in the audio and tactile modalities when tactile body 
positions around the waist are mapped to audio positions in a 3D 
soundscape [10] around the head.   
 
Although there are now three possible parameters which allow 
easy mappings between the auditory and tactile modalities, no 
complete set of crossmodal icons which use a combination of 
these parameters has been created to test whether the concept 
works and whether users can transfer knowledge of messages 
between senses. Therefore, in this research we develop a complete 
set of crossmodal icons and assess learning and the extent to 
which this learning transfers between the two modalities before 
testing recognition rates during an absolute identification and 
absolute matching experiment for the resulting crossmodal icons. 
 

3. DESIGN OF 3-DIMENSIONAL ICONS 
In this study, crossmodal icons were created to represent alerts 
which might occur on a mobile phone to inform the user of in-
coming messages. Three pieces of information were encoded in 
each crossmodal icon using the parameters identified earlier: the 
type of message was encoded in the rhythm, the urgency of the 
message was encoded in the roughness, and the sender of the 
message was encoded in spatial location. These types of informa-
tion were chosen as they are common alerts provided through the 
visual modality on current mobile devices and would be familiar 
to participants. The type of message had three possible values: 
text, email, or voicemail, the urgency of the message had two 

163



possible values: urgent or not urgent, and the sender of the mes-
sage had three possible values: work, personal, or junk. This re-
sulted in a set of 18 crossmodal icons. Therefore, there were 18 
Earcons representing the message alerts, and 18 Tactons repre-
senting the same message alerts.  
 
3.1 Type of Message 
Three different rhythms were used to represent the three types of 
message: text, email, and voicemail. These rhythms have already 
been used successfully in tactile experiments [6]. Each rhythm 
was made up of a different number of beats, with the text rhythm 
consisting of one short beat and one long beat, the email rhythm 
consisting of two long beats and two short beats, and the voice-
mail rhythm consisting of one long beat, three short beats, and 
two long beats. Using a different number of beats in each rhythm 
helps to make the rhythms distinguishable [6]. These rhythms are 
presented in Figure 1 using standard musical notation.   
 

 
Figure 1. Text rhythm, email rhythm, and voicemail rhythm 

(from [6]). 
 

3.2 Urgency of Message 
Two levels of roughness were used to represent urgent (very 
rough) and not urgent (smooth) messages. Brown et al. used am-
plitude modulation to create different levels of roughness [6], the 
ones used here were based on those: an unmodulated 250Hz sine 
wave (smooth) and a 250Hz sine wave modulated by 30Hz sine 
wave (rough). The Earcons used differing timbres as levels of 
roughness based on previous experiments on crossmodal parame-
ters [9]: a piano was used for smooth whilst a vibraphone was 
used for rough. 
 

3.3 Message Sender 
Three locations on the user’s waist were used to encode informa-
tion about the sender in the tactile crossmodal icons – three vibro-
tactile actuators were placed on a Velcro belt on the left hand 
side, the front centre, and the right hand side of the waist (Figure 
4). A previous study showed that these body locations can be 
effectively mapped to 3D audio locations in both a mobile and 
stationary environment, and that the waist was the most effective 
location [10]. The audio crossmodal icons used three locations in 
a 3D audio soundscape to encode the information about the sender 
of the message – sounds were placed on a horizontal plane around 
the users head. A vibration or sound to the left hand side indicated 
that the message was from ‘work’, the centre indicated that the 
message was ‘personal’, and the right hand side represented 
‘junk’ (Figure 2).  
 
As an example, an urgent email from work in a tactile form would 
be the email rhythm with a rough texture to the left hand side of 
the user’s waist, and the audio version would present the email 
rhythm played by a vibraphone to the left hand side of the 3D 
audio soundscape. 
 

 
Figure 2. ‘Junk’ message indicated by audio panned to the 
right (Earcon) and tactile pulse on the right of the waist. 

 

 

4. EXPERIMENT 1 – LAB BASED STUDY 
OF CROSSMODAL DISPLAYS 
 An experiment was conducted to investigate absolute identifica-
tion of crossmodal icons encoding three dimensions of informa-
tion to see if users would be able to use them and transfer knowl-
edge of messages learned in one modality to the other. Half of the 
participants were trained and tested in different modalities: One 
quarter of the participants was trained to identify the crossmodal 
Earcons and then tested with crossmodal Tactons, another quarter 
was trained with Tactons and tested with Earcons. As a control, 
the other half of the participants were trained and tested in the 
same modality (Table 1). Data were recorded on the identification 
of the three parameters – type, urgency, and sender. In addition, 
participants were informally interviewed about their experiences 
after the experiment. 
 
Participant Group Training Testing 

1 Audio Tactile 
2 Tactile Audio 
3 Audio Audio 
4 Tactile Tactile 

Table 1. Experiment conditions 
 

4.1 Aim and Hypotheses 
The aim of this experiment was to investigate whether, if users 
are trained to understand alerts in one modality, they can then 
identify them in the other. The hypotheses were as follows:   
 

1. If trained to identify the information encoded in audio 
crossmodal icons, participants will be able to identify 
the same information in the corresponding tactile 
crossmodal icons.    

2. If trained to identify the information encoded in tactile 
crossmodal icons, the participant will be able to identify 
the same information in the corresponding audio cross-
modal icons.   

3. The rate of identification in the crossmodal training will 
be the same as that for participants trained and tested in 
the same modality.  

4.2 Experiment Set Up  
The C2 Tactor from EAI (Figure 3) is a small wearable linear 
vibrotactile actuator, which was designed specifically to provide a 
lightweight equivalent to large laboratory-based linear actuators 
[15]. The contactor in the C2 is the moving mass itself, which is 
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mounted above the housing and pre-loaded against the skin. This 
helps to provide localized feedback as only the contact point vi-
brates instead of the whole surrounding. The C2 is resonant at 
250Hz but is also designed to be able to produce a wide range of 
frequencies unlike many current mobile phone actuators which 
have limited frequency ranges [15]. 
 

 
Figure 3.  A C2 Tactor from Engineering Acoustics Inc. 

 

When being tested or trained in the tactile modality, three C2 EAI 
Tactors (www.eai.com) were attached to the participant’s waist 
using a belt lined with Velcro (Figure 4). The participant also 
wore headphones to eliminate any inadvertent audio feedback 
from the actuators. Tactile sensitivity can vary across the waist 
therefore the vibrations could feel very different in intensity at 
different points on the waist [7]. To counteract this, each partici-
pant was asked to set the levels of the transducers so that they all 
felt of equivalent intensity at the start of the experiment.   
 
When being tested or trained in the audio modality, the partici-
pants again wore headphones attached to a soundcard on a PC 
through which the audio alerts were played. The audio cues used 
in this experiment were created using the AM:3D 
(www.am3d.org) audio engine and were placed on a plane around 
the user’s head at the height of the ears to avoid problems related 
to elevation perception. The sounds were located in front of the 
nose (0°) and ±90° to the left and right at each ear. Participants 
were asked to set the volume levels of the audio to a comfortable 
level at the start of the experiment.  
 

 
Figure 4. Belt lined with velcro used in experiment with 3 C2 

Tactors attached. 
 

4.3 Methodology 
Sixteen people took part in the experiment, aged between 22 – 38 
years, 9 female and 7 male, all members of staff or students at the 
University. The experimental method used a between groups de-
sign where each participant was trained in either audio or tactile 
and tested in either audio or tactile (see Table 1). At the beginning 
of the session participants were presented with a tutorial to intro-
duce them to the concept of crossmodal icons, roughness, rhythm, 
etc., they were then allowed to experiment with either the cross-
modal Earcons or Tactons (depending on the group to which they 
belonged). After familiarizing themselves with either the Earcons 

or Tactons, the participants began training using a custom train-
ing/testing application we developed (Figure 5).   
 
The application is a purpose built experimentation system that can 
present audio and tactile cues of different types in multiple loca-
tions. The system presents the participant with either a tactile or 
audio cue at the beginning of each task. Then the participant can 
press the ‘replay’ button to have the cue presented again. Once 
participants have identified the information in the cue, they can 
select the corresponding button and submit their answer (using the 
tick button). After submitting the answer, a button appears which 
the participants press when they are ready to move on to the next 
task. The system records the participant’s responses, the time 
taken to respond, and also the number of times a cue was re-
played. Participants were allowed to play each cue up to 4 times 
per task. Replaying the cues was allowed because the expected 
usage of these icons is in mobile devices where standard cues 
such as ringtones for incoming calls are commonly presented 
several times.  
 

 
 

Figure 5. Screenshot of training and testing application. 
 

4.4 Training 
For training and testing, the standard Absolute Identification (AI) 
paradigm with trial-by-trial correct-answer feedback was em-
ployed. The AI paradigm used involves a set of k stimuli, a set of 
k responses, and a one-to-one mapping between the stimuli and 
responses. The stimuli are presented one at a time in random order 
and the subject is instructed to respond to each stimulus presenta-
tion with the response defined by the one-to-one mapping, i.e., to 
identify which of the k stimuli was presented.   
Originally, for the purposes of this experiment, training was used 
purely to ensure that all participants reached an appropriate level 
of understanding. However, we also became interested in how 
long it would take the participants to learn the sets of Earcons and 
Tactons as there is little data on how long it takes to learn such 
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cues and if the learning required by the modalities is different. 
This would also allow us to compare the results of crossmodal 
training to training within the same modality to see if there were 
differences. The set of stimuli used to train the participants was 
identical to the set on which they would be later tested except that 
during the training phase the stimuli were presented in the same 
modality. The application shown in Figure 6 was used to record 
participants’ answers.  
 
The participants had to identify the information in the cue they 
heard or felt and then choose the appropriate button on the display 
shown in Figure 6. Each stimulus alternative was applied twice 
during each training run, resulting in a total of 36 tasks per run. 
During training the participants were required to repeat experi-
mental runs (in audio or tactile) until a run with >= 90% correct 
identification was achieved so that we could measure how long it 
took for them to reach a good level of performance. If a partici-
pant did not reach 90% at the end of a training run, he/she re-
ceived further training before being given another training run. 
 
4.4.1 Training Results 
During the training and the experiment itself data were collected 
on the number of correct responses to the complete crossmodal 
icons. The learning curves for each participant and each stimulus 
set during training are shown in Figures 6 and 7. The amount of 
time to reach the performance criterion varied across participants. 
These results show that, on average, it takes 2 training sessions 
for participants to be able to identify Earcons with recognition 
rates of 90% or higher. They also show that, on average, it takes 3 
training sessions for participants to identify Tactons with recogni-
tion rates of 90% or above.  
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20%
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100%

1 2 3 4 5
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Participant 7
Participant 8
Criterion

 
 

Figure 6. Learning curve for audio training. 
 
There have been no other such studies into the training and learn-
ing of Earcons and Tactons. These results are promising for using 
audio and tactile interchangeably and would seem to indicate that 
there is no significant difference in the time taken to learn these 
crossmodal cues in either modality. Further studies will look at 
the effectiveness of explicit versus implicit learning in crossmodal 
interaction to reduce the amount of training time needed.  
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Figure 7.  Learning curve for tactile training. 

 
 

4.5 Testing in Alternative Modality 
Once the participants in Groups 1 and 2 in Table 1 had achieved 
the correct level of training, they completed the absolute identifi-
cation test using the same online system and tasks but with cues 
presented in the other modality. Participants in the control groups 
(Groups 3 and 4) continued through the absolute identification 
test using the same tasks in the same modality after training. 
 
In total there were 36 tasks in the experiment, with all 18 cross-
modal icons (either audio or tactile) presented twice during the 
experiment. The order in which the crossmodal icons were pre-
sented was random for each participant. In each task the partici-
pant was presented with a crossmodal icon which he/she could 
replay up to 4 times. The participants had to identify the corre-
sponding alert and then select the corresponding button in the 
dialogue box (Figure 5).  
 

4.6 Results 
The results from the control group in comparison to the crossmo-
dal testing group are shown in Figure 8.   
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Figure 8. Average percentage correct responses during test-

ing. 
 

The results for overall Earcon recognition when trained with Tac-
tons showed an average recognition rate of 85.1%. The alert ‘per-
sonal urgent text’ achieved the highest recognition rate of 94% 
while the alert ‘work not urgent voicemail’ resulted in the lowest 
recognition rate of 61%. The results for overall Tacton recogni-
tion when trained with Earcons showed an average recognition 
rate of 76.5%. The alert ‘personal not urgent text’ achieved the 
highest recognition rate of 83% and once again the alert ‘work not 
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urgent voicemail’ resulted in the lowest recognition rate of 56%. 
Thus hypothesis 2 can be accepted.  
 
Having examined the data in depth, there does not seem to be any 
clear reason for the low scores produced by the ‘work not urgent 
voicemail’ cue. All of the individual parameters performed well 
in general (Figure 12) and there was no apparent misunderstand-
ing by the participants. Further analysis will be done in the future 
to investigate this to ensure that it is an anomaly and not an issue 
with the design of the cues. 
 
An ANOVA showed that there was no significant difference in 
the recognition rates between the results of the four different 
Groups (training in audio / tested in tactile, training in tactile / 
tested in audio, training and testing in tactile, training and testing 
in audio) with (F(3,28) = 1.355, p=0.28). With the standard devia-
tions in each condition varying only slightly from 8.9 to 9.9 and 
the mean scores very close, the analysis suggests that information 
learnt in one modality can be recovered in the alternative modal-
ity in a way which is comparable with recognition of the same 
information in the trained modality. Thus hypothesis 1 can be 
accepted 
 
The results suggest that if a user is taught to understand alerts 
provided by crossmodal Tactons, they could be expected to un-
derstand crossmodal Earcons with no audio training with ap-
proximately 85 % accuracy and if a user is taught to understand 
alerts provided by crossmodal Earcons, they could be expected to 
understand crossmodal Tactons with no tactile training with ap-
proximately 76.5% accuracy. These results are comparable to 
previous research in 3- dimensional Earcons where McGookin’s 
results [14] showed recognition rates of around 70% for identifi-
cation of  complete 3-dimensional messages in audio. They are 
also comparable with previous Tactons research which produced 
recognition rates of 81% for identification of complete 3-
dimensional messages in tactile icons[5].  
 

5. EXPERIMENT 2 – MOBILE STUDY OF 
CROSSMODAL DISPLAYS 
As discussed at the start of the paper, crossmodal icons are being 
developed for users of mobile devices. Such users are often in 
motion when they use their devices so any alerts provided by the 
mobile device must be designed to be discernible in these situa-
tions too and not just when the user is stationary. There are many 
ways in which motion could affect perception of crossmodal out-
put: mobile environments tend to change frequently with light, 
volume and vibration levels changing often. Consequently, an-
other experiment in crossmodal identification was conducted 
which investigated the effects of motion on the results and as-
sessed whether the good results observed in the laboratory would 
carry over to a more real world situation. The overall experiment 
involved 16 new participants who were either trained in audio or 
in tactile and then tested in audio or tactile whilst walking. Both 
the methodology and the crossmodal icons used in the experiment 
were the same as before to allow result comparisons.  
 
The setup of this experiment was identical to the stationary one 
above in every respect except that participants were asked to walk 
on a treadmill during the experiment as opposed to sitting in a 
chair (Figure 9).  

 

 
Figure 9. Mobile condition experimental set up. 

 

This mobile experiment used a treadmill set up in a usability lab 
to simulate mobility because the actuators used to present the 
tactile cues were controlled from a PC and therefore we could not 
test in a real mobile environment. Studies show that using tread-
mills to simulate motion is good for mimicking workload [11] 
when performance measures are of key interest and is a more 
controllable environment [1]. Furthermore, using a treadmill per-
mitted us to set a standard walking speed for all participants (in 
this case, all participants walked at a constant speed of 5km/hr 
during the experiment).   
 
The hypothesis in this experiment was: 
 

4. Being mobile will increase errors produced dur-
ing crossmodal icon identification and matching 
between modalities as compared to being station-
ary.  

5.1 Results 
The average number of errors for audio and tactile identification 
is shown in Figure 10. As before, the average recognition rate for 
both the audio and tactile groups was calculated but this time for 
the mobile condition as well.   
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Figure 10. Average correct responses in stationary and mobile 
conditions. 

 

The results for overall Earcon recognition when mobile and 
trained with Tactons showed an average recognition rate of 
76.4%. The results for overall Tacton recognition when mobile 
and when trained with Earcons showed an average recognition 
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rate of 71.1%. To establish whether there is a significant differ-
ence between the mobile and stationary results, a 2 factor ANO-
VA was applied using the two training conditions (audio or tac-
tile) and stationary/mobile as the two factors. The ANOVA 
showed that there was no significant difference in the recognition 
rates between the results from the mobile and stationary condi-
tions when trained in audio or tactile with (F(5,42) = 2.161, 
p=0.077).   
 
These results show that training with crossmodal Tactons 
achieves slightly better instant recognition in crossmodal Earcons 
when mobile than vice versa but there are no actual significant 
differences. Therefore if a user is taught to understand alerts pro-
vided by crossmodal Tactons, they could be expected to under-
stand crossmodal Earcons with no training when mobile with 
about 76 % accuracy and if a user is taught to understand alerts 
provided by crossmodal Earcons, they could be expected to un-
derstand crossmodal Tactons with no training when mobile with 
approximately 71% accuracy.  
 
5.1.1 Individual Parameter Results and Discussion 
To establish the performance of each of the crossmodal parame-
ters used, further analysis was performed on the data produced by 
both the audio and tactile versions of each parameter. The average 
percentage of correct responses in each audio parameter and each 
tactile parameter are shown in Figures 11 and 12.   
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Figure 11. Average percentage of correct responses in each 

audio condition. 
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Figure 12. Average percentage of correct responses in each 

tactile condition. 
 

An ANOVA showed no significant differences between audio 
rhythm and tactile rhythm (stationary or mobile) or between audio 
spatial location and tactile spatial location (stationary or mobile), 
however there was a significant difference between audio rough-
ness and tactile roughness with both producing significantly poor-
er results than the other parameters in stationary and mobile envi-
ronments. The ANOVA on stationary audio and tactile roughness 
compared to mobile audio and tactile roughness showed F(3,63) = 

17.69 with p = 0.001. These results suggest two different issues: 
firstly, overall the crossmodal roughness parameter is not as ef-
fective as rhythm and spatial location indicating that a different 
parameter may need to be used; secondly, when trained to iden-
tify roughness in one modality, participants struggle to then iden-
tify it in another modality.   
 
Although results in the stationary and mobile experiments show 
no significant difference in performance with crossmodal icons 
using rhythm and spatial location, audio and tactile roughness 
recognition rates are significantly lower when mobile.   
 
The mobile results are comparable to the results of the stationary 
conditions. Overall, the results indicate that, if a user is trained in 
one modality, the accuracy achieved when they are asked to iden-
tify the same information in the other modality is comparable 
even when they are placed in a mobile situation.  
 
These results indicate that crossmodal icons could be effective in 
mobile displays. Although the mobile environment used in this 
experiment was much more controlled than a real world environ-
ment, these results give an indication of the sorts of effects that 
may be seen when a user is in motion. Future experiments will be 
conducted in real world situations such as walking and traveling 
on a train or bus for example.  
 
6. CONCLUSIONS 
This paper presented an experiment which investigated the cross-
modal transfer of information between the auditory and tactile 
modalities. Previous research had investigated identification of 
information in Tactons [5] and Earcons [4] showing that both 
could effectively encode information in three dimensions. Previ-
ous research had also established that information encoded in 
single parameters in the auditory and tactile modalities can be 
perceived as equivalent [9, 10] if the appropriate crossmodal pa-
rameters are used (rhythm, spatial location – locations in a 3D 
audio soundscape matched with body locations around the waist, 
and texture – roughness levels created with amplitude modulation 
and differing audio timbres e.g. smooth piano, rough vibraphone. 
This research investigated whether, if trained to understand multi-
dimensional audio alerts, a user can then also understand the cor-
responding tactile alerts with no additional training and vice ver-
sa. Our results suggest that this is possible. The experiments de-
scribed here are the first studies to be conducted investigating 
training and the transfer of training to other modalities in multi-
modal interaction. The overall findings from the experiment can 
be summarized as follows:   

 
• Users in a stationary environment can accurately recognize 

85% of messages presented by Earcons, if they have been 
trained to recognize the same alerts presented by Tactons.   

• Users in a mobile environment can accurately recognize 76% 
of messages presented by Earcons, if they have been trained 
to recognize the same alerts presented by Tactons.   

• Users in a stationary environment can accurately recognize 
76.5% of messages presented by Tactons, if they have been 
trained to recognize the same alerts presented by Earcons.  
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• Users in a mobile environment can accurately recognize 71% 
of messages presented by Tactons, if they have been trained 
to recognize the same alerts presented by Earcons.   

 
The results of this research indicate that it may not be necessary 
to train users to understand icons in all the modalities a system 
might use. If crossmodal icons are used to present information, 
training is only required in one modality as results show that users 
will then be able to understand the same messages in the other 
modality. Using crossmodal icons to communicate information to 
mobile device users could therefore reduce the learning time for 
the user and also increase the number of modalities through which 
this information may be transmitted.  
 
The crossmodal icons described in this paper were designed for a 
mobile phone notification application. Based on the positive re-
sults gained so far, there are many other potential applications 
that could benefit from the inclusion of crossmodal icons such as 
context aware navigation applications for the visually impaired 
and outdoor mobile games where it is dangerous for participants 
to concentrate visually on the device instead of their environment. 
Also, as mentioned earlier, mobile devices often have cluttered 
displays due to the lack of screen space. Crossmodal features 
could be added to buttons, scrollbars, and menus, etc. on touch-
screen mobile devices so that information about those widgets can 
be presented non-visually. This would allow the widget size to be 
reduced (or even removed from the screen) and allow more in-
formation to be presented on the display.  
 
Different tactile spatial locations do not necessarily have to be on 
the body but could be on the actual device. For instance, localized 
tactile feedback on touchscreen mobile devices can provide spa-
tial information. Furthermore, audio spatial location using 3D 
audio without wearing headphones is now becoming available as 
mobile device manufacturers are beginning to incorporate stereo 
audio output.  

 
Mobile technology incorporating audio and tactile output has now 
become widely available and our research has shown that feed-
back can be created which exploits users’ abilities to transfer 
knowledge from one modality to another. By taking this into ac-
count and designing mobile applications with adaptive crossmo-
dal icons, users will have the ability to interact with their devices 
even when their situation and surroundings are changing. 
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